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We estimate the small periodic and semiperiodic eigenvalues of Hill’s operator with sufficiently differentiable potential by two different methods. Then using it we give the high precision approximations for the length of \( n \)th gap in the spectrum of Hill-Sehrodinger operator and for the length of \( n \)th instability interval of Hill’s equation for small values of \( n \). Finally we illustrate and compare the results obtained by two different ways for some examples.

1. Introduction

Let \( P(q) \) and \( S(q) \) be the operators generated in \( L^2[0,\pi] \) by the differential expression

\[
- y''(x) + q(x) y(x)
\]

with the periodic

\[
y(\pi) = y(0), \quad y'(\pi) = y'(0)
\]

and semiperiodic

\[
y(\pi) = -y(0), \quad y'(\pi) = -y'(0)
\]

boundary conditions, respectively, where \( q \) is a real periodic function with period \( \pi \). The eigenvalues of \( P(q) \) and \( S(q) \) for \( q = 0 \) are \((2n)^2\) and \((2n + 1)^2\) for \( n \in \mathbb{Z} \), respectively. All eigenvalues of \( P(0) \) and \( S(0) \), except 0, are doubled. The eigenvalues of the operators \( P(q) \) and \( S(q) \), called periodic and semiperiodic eigenvalues, are denoted by \( \lambda_{2n} \) and \( \lambda_{2n+1} \) for \( n \in \mathbb{Z} \), respectively, where

\[
\lambda_0(q) < \lambda_{-1}(q) < \lambda_1(q) < \lambda_{-2}(q) < \lambda_2(q) < \lambda_{-3}(q) < \lambda_3(q) < \lambda_{-4}(q) < \lambda_4(q) \ldots
\]

[1, see page 27]. The spectrum \( \sigma(T(q)) \) of the operator \( T(q) \) generated in \( L^2[0,2\pi] \) by (1) and the boundary conditions

\[
y(2\pi) = y(0), \quad y'(2\pi) = y'(0)
\]

is the union of the periodic and semiperiodic eigenvalues, that is,

\[
\sigma(P) = \{ \lambda_{2n} : n \in \mathbb{Z} \}, \quad \sigma(S) = \{ \lambda_{2n+1} : n \in \mathbb{Z} \},
\]

\[
\sigma(T) = \{ \lambda_n : n \in \mathbb{Z} \},
\]

since (5) holds if and only if either (2) or (3) holds [1, see page 33].

The spectrum of the operator \( L(q) \) generated in \( L_2(-\infty, \infty) \) by (1) consists of the intervals \( [\lambda_{n-1}(q), \lambda_n(q)] \) for \( n = 1, 2, \ldots \). Moreover, these intervals are the closure of the stable intervals of equation

\[
- y''(x) + q(x) y(x) = \lambda y(x).
\]

The intervals \( (\lambda_{n-1}, \lambda_n) \) for \( n = 1, 2, \ldots \) are the gaps in the spectrum. These intervals with \( (\infty, \lambda_0) \) are the instable intervals of (7) [1, see pages 32 and 82]. The length of \( n \)th gap in the spectrum of \( L(q) \) (the length of \( n + 1 \)th instability interval of (7)) is

\[
\gamma_n(q) = \lambda_n(q) - \lambda_{n-1}(q).
\]

Therefore the estimations of the periodic and semiperiodic eigenvalues are also the investigations of the spectrum of \( L(q) \) and of the stable intervals of (7).

In this paper we gave the estimations for the small periodic and semiperiodic eigenvalues when the real periodic
potential $q$ belongs to the Sobolev space $W^k_j[0, \pi]$ with $k > 1$. These assumptions on the potential $q$ imply that

$$q(x) = \sum_{n \in \mathbb{Z}} q_n e^{i2nx}, \quad q_{-n} = \overline{q_n}, \quad |q_n| \leq \frac{r}{(2n)^m}, \quad (9)$$

where

$$q_n = (q, e^{i2nx}) = \int_0^{\pi} q(x) e^{-i2nx} dx,$$

$$r = \int_{[0,\pi]} |q(x)|^2 dx.$$

Without loss of generality, it is assumed that $q_0 = 0$. It is wellknown that (see [2])

$$|\lambda_n(q) - \lambda_n(0)| \leq \sup |q(x)|,$$

$$\lambda_n(0) = n^2, \quad \forall n \in \mathbb{Z}. \quad (11)$$

To give a subtle estimate for the eigenvalues $\lambda_n(q)$, we write the potential $q$ in the form

$$q(x) = p(x) + \sum_{|n| > s} q_n e^{i2nx}, \quad (12)$$

where

$$p(x) = \sum_{n \in \mathbb{N},|n| \leq s} q_n e^{i2nx}. \quad (13)$$

The inequality in (9) implies that

$$\sup_{x \in [0,\pi]} |q(x) - p(x)| \leq \sum_{|n| > s} |q_n| \leq \frac{r}{(k - 1)(2s)^k}. \quad (14)$$

Hence, by the perturbation theory (see [2]) we have

$$|\lambda_n(q) - \lambda_n(p)| \leq \frac{r}{(k - 1)(2s)^k}, \quad (15)$$

$$|\gamma_n(q) - \gamma_n(p)| \leq \frac{2r}{(k - 1)(2s)^k}. \quad (16)$$

Therefore to estimate $\lambda_n(q)$ and $\gamma_n(q)$ we can investigate the eigenvalues $\lambda_n(p)$ of the operator $T(p)$ and then use (8) and (15).

In the literature, there are a lot of studies about numerical estimation of the periodic and semiperiodic eigenvalues by using the finite difference method, finite element method, Prüfer transformations, and shooting method. Let us recall some of them. Andrew considered the computations of the eigenvalues by using finite element method [3] and finite difference method [4]. Then these results have been extended by Condon [5] and by Vanden Berghe et al. [6]. Ji and Wong used Prüfer transformation and shooting method in their studies [7–9]. Malathi et al. [10] used shooting technique and direct integration method for computing eigenvalues of periodic Sturm-Liouville problems.

We consider the small periodic and semiperiodic eigenvalues by other methods. First, in Section 2, we obtain an approximation of the eigenvalues $\lambda_{n}^{(e)}(p)$ for $n > m$s, where $m$ is the positive integer for determination of the error in estimations, by using the method of the paper [11], where the asymptotic formulas for the eigenvalues and eigenfunctions of the $t$-periodic boundary value problems were obtained. Then, in Section 3, using it and considering the matrix form of $T(p)$ we give an approximation with very small errors for all small periodic and semiperiodic eigenvalues. Finally, we apply these investigations to get approximations order $10^{-18}, 10^{-15},$ and $10^{-12}$ for the first 201 eigenvalues of the operator $T$ with potentials $p_1(x) = 2 \cos 2x, p_2(x) = 2 \cos 2x + 2 \cos 4x,$ and $p_3(x) = 2 \cos 2x + 2 \cos 4x + 2 \cos 6x$, respectively, and give a comparison between the approximated eigenvalues obtained by the different ways.

## 2. On Applications of the Asymptotic Methods

In this and next sections, for simplicity of the notation, $\lambda_n(p)$ is denoted by $\lambda_n$. By (11)–(13)

$$|\lambda_n - n^2| \leq \sup |p(x)| \leq \sum_{n=-s}^{s} |q_n|. \quad (16)$$

To get the subtle estimations for $\lambda_n$, that is, to observe the influence of the trigonometric polynomial $p(x)$ to the eigenvalue $n^2$ of $T(0)$, we use the formula

$$\left(\lambda_N - n^2\right) (\Psi_N, e^{inx}) = (p\Psi_N, e^{inx}) \quad (17)$$

obtained from the equation

$$-\Psi_N''(x) + p(x)\Psi_N(x) = \lambda_N\Psi_N(x) \quad (18)$$

by multiplying $e^{inx}$, where $\Psi_N$ is the eigenfunction corresponding to the eigenvalue $\lambda_N; \|\Psi_N\| = 1/\sqrt{\pi},(\cdot,\cdot)$ and $\|\cdot\|$ denote inner product and norm in $L_2[0,\pi]$.

Introduce the notation

$$M = \sup_{x} |p(x)|, \quad c = \sum_{n=-s}^{s} |q_n|, \quad Q = \sup_{n} |q_n|, \quad X_{N,n} = (\Psi_N, e^{inx}). \quad (19)$$

Using this notation and (13) in (17) we get

$$\left(\lambda_N - n^2\right) X_{N,n} = \sum_{k=-s}^{s} q_k X_{N,n-2k}. \quad (20)$$

In (20) replacing $N$ by $n$ and then iterating it $m$ times, as in the paper [11], were done; we obtain

$$\left(\lambda_n - n^2\right) X_{n,n} = A_m(\lambda_n, n) X_{n,n} + R_{m+1}(\lambda_n, n), \quad (21)$$
where
\[ A_m(\lambda, n) = \sum_{k=1}^{m} a_k(\lambda, n), \quad (22) \]

\[ a_k(\lambda, n) = \sum_{n_1, \ldots, n_k = -s}^{s} \frac{q_{n_1}q_{n_2} \cdots q_{n_k}q_{n_1-n_2-n_k=s}}{\prod_{i=1,2,\ldots,k} \left( \lambda - (n - 2n_1 - 2n_2 \cdots - 2n_i)^2 \right)^{1/2}}. \]

\[ R_{m+1}(\lambda, \eta) = \sum_{n_1, \ldots, n_{m+1} = -s}^{s} \frac{q_{n_1}q_{n_2} \cdots q_{n_{m+1}}X_{n_1-n_2-2n_3-\cdots-2n_{m+1}}}{\prod_{i=1,2,\ldots,m} \left( \lambda - (n - 2n_1 - 2n_2 \cdots - 2n_i)^2 \right)^{1/2}} \]

\[ n_j \neq 0, \quad \forall j, \sum_{j=1}^{k} n_j \neq 0, \quad \forall k = 1, 2, \ldots, m \]

under assumption that
\[ (26) \]

\[ \lambda - (n - 2n_1 \cdots - 2n_i)^2 \neq 0 \]

for \( i = 1, 2, \ldots, m \); that is, assumption (25) holds. Therefore we can use (21).

Now we estimate \( X_{n, m} \) and \( R_{m+1} \). First let us estimate \( R_{m+1} \).

Since \( \|Y_n\| = 1/\sqrt{\pi} \) by Schwarz inequality we have
\[ \left| \left( \psi_n, e^{i[n - 2n_1 - 2n_2 - \cdots - 2n_m]x} \right) \right| \leq 1. \]

This with (23) and (29) implies that
\[ |R_{m+1}| \leq \frac{1}{(4(|n| - 1) - M)^m} \]

Hence by definition of \( c \) (see (19)) we have
\[ |R_{m+1}| \leq \frac{c^{m+1}}{(4(|n| - 1) - M)^m}. \]

Now we estimate \( X_{n, m} \). Arguing as in the proof of (29) we get
\[ |\lambda_n - (n - 2k)^2| \geq 2M, \quad \forall k \neq 0, n. \]

Therefore using (17) we get
\[ \sum_{k \in \mathbb{Z} \neq 0, n} |X_{n, n-2k}|^2 = \sum_{k \in \mathbb{Z} \neq 0, n} \left| \left( \psi_n, e^{i[n - 2k]x} \right) \right|^2 \]

This with Parseval's equality
\[ \sum_{k \in \mathbb{Z}} |X_{n, n-2k}|^2 = \sum_{k \in \mathbb{Z}} \left| \left( \psi_n, e^{i[n - 2k]x} \right) \right|^2 = 1 \]

implies that
\[ |X_{n, n}|^2 + |X_{n, n-2k}|^2 \geq \frac{3}{4}. \]

Hence at least one of the inequalities
\[ |X_{n, n}| \geq \frac{1}{2}, \quad |X_{n, n-2k}| \geq \frac{1}{2} \]

holds. If the first inequality holds, then dividing both sides of (21) by \( X_{n, n} \) and using (23), (32) we obtain the proof of (27) and (28). If the second inequality holds, then instead of (21) using
\[ (\lambda_n - (n - 2k)^2)X_{n, n-2k} = A_m(\lambda_n, -n) X_{n, n-2k} + R_{m+1}(\lambda_n, -n), \]

taking into account that \( A_m(\lambda_n, -n) = A_m(\lambda_n, n) \) and arguing as in the first case we get the proof in the second case. Theorem is proved.
Now using (27) let us show that $\lambda_{\pm n}$ is close to the root of the equation

$$x = n^2 + f(x),$$

(39)

where

$$f(x) = \sum_{n_1=1}^{n} \frac{q_{n_1} q_{n_1}}{(x - (n - 2n_1))^2} + \sum_{n_1=1, n_2=-1}^{n} \frac{q_{n_1} q_{n_1} q_{n_1-n_2}}{(x - (n - 2n_1)^2)(x - (n - 2n_1 - 2n_2)^2)} + \ldots + \sum_{n_1,n_2,\ldots,n_m, m=s} \frac{q_{n_1} q_{n_2} \ldots q_{n_m} q_{n-m-n}}{(x - (n - 2n_1)^2)(x - (n - 2n_1 - 2n_2)^2) \ldots (x - (n - 2n_1 - 2n_2 - \ldots - 2n_m)^2)^{m-1}}.$$

(40)

\textbf{Theorem 2.} Let $n$ be a positive integer satisfying

$$n > ms, \quad 4(n - 1) > M + 2c.$$  

(41)

Then for all $x$ and $y$ from $[n^2 - M, n^2 + M]$ the inequality

$$|f(x) - f(y)| < K_n |x - y|,$$  

(42)

where

$$K_n = \frac{Qc}{(4(n - 1) - M)} \frac{(4(n - 1) - M - c)}{4(n - 1) - M - c} < \frac{1}{2}.$$  

(43)

holds, and (39) has a unique solution $r_n$ on $[n^2 - M, n^2 + M].$ Moreover

$$|\lambda_{\pm n} - r_n| < \frac{2c^{m+1}}{(1 - K_n)(4(n - 1) - M)^m}.$$  

(44)

and the length $\gamma_n$ of $n$th gap in the spectrum of $L(p)$ (the length $\gamma_n$ of $(n + 1)$th instability interval of (7)) satisfies

$$\gamma_n = \lambda_n - \lambda_{n-1} < \frac{4c^{m+1}}{(1 - K_n)(4(n - 1) - M)^m}.$$  

(45)

\textbf{Proof.} Let $f_1(x), f_2(x), \ldots, f_m(x)$ be the first, second, and $m$th summations in the right-hand side of (40). Then

$$f_1'(x) = -\sum_{k=s}^{n} \frac{|q_k^2|}{(x - (n - 2k)^2)^2}.$$  

(46)

For $x \in [n^2 - M, n^2 + M]$, using (29) and (41), we get

$$|x - (n - 2k)^2| \geq 4(n - 1) - M > 2c.$$  

(47)

On the other hand

$$\sum_{k=s}^{n} |q_k^2| \leq Qc.$$  

(48)

This inequality with (47) and the inequality $Q \leq c$ (see (19)) imply that

$$|f_1'(x)| \leq \frac{Qc}{(4(n - 1) - M)^2} < \frac{1}{4}.$$  

(49)

In the same way we obtain

$$|f_k'(x)| \leq \frac{Qc^k}{(4(n - 1) - M)^{k+1}} < \frac{1}{2k+1}$$  

(50)

for $k = 2, 3, \ldots$. Thus by the geometric series formula we have

$$|f'(x)| \leq K_n < \frac{1}{2}, \quad \forall x \in [n^2 - M, n^2 + M],$$  

(51)

where $K_n$ is defined in (43), and by mean-value theorem (42) holds. Therefore by contraction mapping theorem (39) has a unique solution $r_n$ on $[n^2 - M, n^2 + M].$

Now let us prove (44). Let $F(x) = x - n^2 - f(x).$ Using the definition of $r_n$ and $F(x)$ and then (40) we obtain $F(r_n) = 0$ and

$$|F(\lambda_n) - F(r_n)| \leq Qc.$$  

(52)

On the other hand by (51) we have $|F'(x)| \geq 1 - K_n$ for all $x \in [n^2 - M, n^2 + M].$ Therefore using the mean-value formula

$$|F(\lambda_n) - F(r_n)| = |F'(\zeta)| |\lambda_n - r_n|,$$  

(53)

$\zeta \in [n^2 - M, n^2 + M],$ and (52) we obtain

$$|\lambda_n - r_n| \leq \frac{|\alpha_{n,m}|}{1 - K_n}.$$  

(54)

This with (28) implies (44) for $\lambda_n.$ In the same way we prove (44) for $\lambda_{n-1}.$ Therefore (45) follows from (44). The theorem is proved.

Now let us approximate $r_n$ by fixed-point iteration

$$x_{n,0} = n^2, \quad x_{n,1} = n^2 + f(x_{n,0}), \ldots, x_{n,m} = n^2 + f(x_{n,m-1}).$$  

(55)

Note that repeating the proof of (51) one can readily see that

$$|f(\lambda_n)| \leq \frac{Qc}{4(n - 1) - M - c}, \quad |f'(n^2)| \leq \frac{Qc}{4(n - 1) - c}$$  

(56)

for all $n$ satisfying (41).

\textbf{Theorem 3.} For the sequence $\{x_{n,i}\}$ defined by (55) the estimations

$$|x_{n,i} - r_n| \leq K_n^i B$$  

(57)

for $i = 1, 2, 3, \ldots$ hold, where $n$ satisfies (41), $K_n$ is defined in Theorem 2, and

$$B = \frac{|f(n^2)|}{1 - K_n} \leq \frac{Qc}{(1 - K_n)(4(n - 1) - c)}.$$  

(58)
Proof. It is clear and well known that if \( f \) satisfies (42) then
\[
|x_{nj} - r_n| \leq K_n |x_{n,0} - r_n|.
\]
(59)
Therefore to prove (57) it is enough to show that
\[
|x_{n,0} - r_n| \leq B,
\]
(60)
where \( B \) is defined in (58). By definition of \( r_n \) and \( x_{n,0} \) we have
\[
|r_n - x_{n,0}| = f(r_n) = f(r_n) - f(x_{n,0}) + f(n^2),
\]
(61)
and by the mean-value theorem there exists \( x \in [n^2 - M, n^2 + M] \) such that
\[
f(r_n) - f(x_{n,0}) = f'(x)(r_n - x_{n,0}).
\]
(62)
These two equalities imply that
\[
(r_n - x_{n,0})(1 - f'(x)) = f(n^2).
\]
(63)
This formula with (56) and (51) implies (60).
\( \square \)

Thus by (44) and (57) we have the approximation \( x_{nj} \) for \( \lambda_{zn} \) with the error
\[
E_{nj} = |\lambda_{zn} - x_{nj}| \leq \frac{2(2S + 1)^m}{(1 - K_n)(4(n - 1) - M)^m} + K_n B.
\]
(64)

3. Estimation of the Small Eigenvalues

In this section we estimate the eigenvalues \( \lambda_N \) of the operator \( T(p) \), for \( |N| \leq l \), by investigating the system of \( 2S + 1 \) equations
\[
(\lambda_N - n^2)X_{N,n} - \sum_{k:|k|\leq S} q_k X_{N,n-2k} = \sum_{k:|k|\leq S} q_k X_{N,n-2k}
\]
(65)
for \( n = -S, -S + 1, -S + 2, \ldots, S \), where \( S = l + 2r \) and \( r \) is the positive integer for determination of the error in estimation,
\[
4(l - 1) - M - c > \max\left\{c, 2c^2\right\};
\]
(66)
the numbers \( M \) and \( c \) are defined in (19). The first, second, and \( j \)th equations of (65) are obtained from (20) by taking \( n = -S, n = -S + 1, \) and \( n = -S + 1 + j \), respectively, and by writing the terms with multiplicand \( X_{N,n-2k} \) for \( |n-2k| \leq S \) on the left-hand side and the terms with multiplicand \( X_{N,n-2k} \) for \( |n-2k| > S \) on the right-hand side.

To write (65) in the matrix form let us introduce the notations. Let \( A \) be \( (2S + 1) \times (2S + 1) \) matrix (\( a_{ij} \)) defined by
\[
a_{ij} = (-S - 1 + i)^2, \quad a_{j2k} = q_{jk}
\]
(67)
for \( i = 1, 2, \ldots, 2S + 1 \) and \( k = 1, 2, \ldots, s \) if \( |i + 2k| \leq S \) and all other entries of \( A \) are zero. Since \( q_{-n} = \frac{2}{q_{n}} \) (see (9)), \( A \) is a Hermitian (self-adjoint) matrix and its eigenvalues are real numbers. Denote the eigenvalues of \( A \) by \( \mu_0, \mu_1, \mu_2, \ldots, \mu_2, \mu_5 \), where
\[
\mu_0 \leq \mu_1 \leq \mu_2 \leq \mu_3 \leq \mu_4 \leq \mu_5.
\]
(68)
It is clear that
\[
|\mu_{zn} - n^2| \leq \epsilon,
\]
(69)
since the diagonal elements of \( A \) are \( n^2 \) for \( n = -S, -S + 1, -S + 2, \ldots, S \) and the sum of the absolute values of the nondiagonal elements of each row is not greater than \( c \) (see (19)). Let \( X_N = (X_{N,-S}, X_{N,-S+1}, \ldots, X_{N,S}) \) and \( R(\lambda_N) = (R_{-S}, R_{-S+1}, \ldots, R_{S}) \) be vectors of \( C^{2S+1} \), where \( R_n = 0 \) for \( |n| \leq S - 2s \) and
\[
R_n(\lambda_N) = \sum_{k:|k|\leq S, |n-2k|>S} q_k X_{N,n-2k}
\]
(70)
for \( S - 2s < |n| \leq S \). In this notation the system of (65) can be written in the matrix form
\[
(\lambda_N I - A) X_N^T = R^T(\lambda_N).
\]
(71)
First we prove that \( X_{N,n} \) for \( n = \pm(S+1), \pm(S+2), \ldots, \pm(S+2s) \), that is, the right-hand side \( R^T(\lambda_N) \) of (71), is small (see Lemma 4). Then using it we prove that the \( r \)th eigenvalue \( \lambda_{n} \) of the operator \( T(p) \) is close to the \( r \)th eigenvalue \( \mu_n \) of the matrix \( A \) (see Theorem 6).

**Lemma 4.** If \( |N| \leq l \) and \( 1 + 2r < |n| \leq 1 + (r + 1)s \), then
\[
|X_{N,n}| \leq \frac{c^{r+1}}{(2l)^{r+1}} =: \epsilon,
\]
(72)
\[
\sum_{n:|n|>S} |X_{N,n}|^2 \leq \frac{4sc^{2r+2}}{(2l)^2 - c^2} =: \delta.
\]
(73)

**Proof.** First we prove (72) for positive \( n \). The proof for negative \( n \) is similar. One can readily see from the estimations (27), (28) for \( m = 2, (56), \) and (66) that if \( k \geq l \), then
\[
|\lambda_k - k^2| \leq |f(\lambda_k)| + |\lambda_{k-2}|
\]
\[
\leq \frac{Qc}{4(k - 1) - M - c} + \frac{2c^3}{(4(k - 1) - M)^2} < 1.
\]
(74)
Using (74) and taking into account the condition on \( N \) and \( n \) we obtain
\[
|\lambda_N - (n - 2n_1 - \cdots - 2n_t)|^2
\]
\[
\geq |\lambda_N - (l + 1)^2| \geq \frac{|\lambda_1 - (l + 1)^2|}{|f^2 - (l + 1)^2|} \geq 1 \geq 2l
\]
(75)
for $|n_i| \leq s, i = 0, 1, \ldots, r$. On the other hand iterating (20) $r$ times we get

$$X_{N,n} = \sum_{n_1,n_2,\ldots,n_r,-s}^{r} \cdot \cdots \cdot \left( q_n,q_{n_2},q_{n_3},(\Psi_N,e^{i(n_2-2n_1-\cdots-2n_r)}) \right)$$

Using this in (71) we get

$$|V_{n}^{T}| \leq c r^{s+1}$$

which implies (73), since the series in the right-hand side of (81) is a geometric series with first term $4s\varepsilon^2$ and factor $c^2/(2l)^2$.

Note that (72) and (73) imply the following inequalities. By (70) and (72)

$$R_n(\lambda_N) < c\varepsilon, \quad \forall n : S-2s < |n| \leq S, \quad \forall |N| \leq l,$$

and by the definition of $R(\lambda_N)$ we have

$$\|R(\lambda_N)\| \leq 2c\varepsilon\sqrt{s}, \quad \forall |N| \leq l.$$  

Besides using (73) and Parseval's equality (35) we obtain

$$1 - \delta \leq \sum_{n=-S}^{S} |X_{N,n}|^2 \leq 1,$$

$$\sqrt{1-\delta} \leq \|X_N\| \leq 1, \quad \forall |N| \leq l.$$  

Let $\{ V_n^T : n = 0, \pm 1, \pm 2, \ldots, \pm S \}$ be orthonormal system of eigenvectors of the matrix $A$:

$$AV_n^T = \mu_n V_n^T,$$

where $\langle V_n, V_k \rangle = \delta_{nk}$, $V_n = (V_{n,-S}, V_{n,-S+1}, \ldots, V_{n,S}) \in \mathbb{C}^{2S+1}$, and $\langle \cdot, \cdot \rangle$ denotes the inner product in $\mathbb{C}^{2S+1}$ as well as in $L_2$. Denote by $D$ the $(2S+1) \times (2S+1)$ diagonal matrix with diagonal elements

$$d_i = a_{ij} = (-S-1+i)^2$$

for $i = 1, 2, \ldots, 2S+1$. The eigenfunctions of $D$ corresponding to the eigenvalues $n^2$ are $e_{c,n}$ and $e_n$, where $e_n = (e_{n,-S}, e_{n,-S+1}, \ldots, e_{n,S})^T$, $e_{c,n} = 1$, and $e_{n,k} = 0$ for all $k \neq n$. Multiplying both sides of (85) for $n = N$ by $e_n$ we get

$$\langle \mu_N - n^2 \rangle V_{N,n} = \sum_{k=-S}^{S} q_k V_{N,n-2k},$$

where $V_{N,n-2k} = 0$ if $|n-2k| > S$. Instead of (20) using (87) and repeating the proof of (72) we obtain that if $|N| \leq l$ and $|n| > S-2s$, then

$$|V_{N,n}| \leq c'(2l)^{\frac{r}{2}}.$$  

To prove the main result of the paper we use the following.

**Lemma 5.** Let $c_{n,j} = \langle X_n^T, V_j^T \rangle$ and $n = 0, \pm 1, \pm 2, \ldots, \pm l$. Then

$$|c_{n,j}(\mu_j - \lambda_n)| \leq 8s\varepsilon^2$$

for $j = 0, \pm 1, \pm 2, \ldots, \pm l$ and

$$|c_{n,j}(\mu_j - \lambda_n)| \leq 2c\varepsilon\sqrt{s}$$

for $j = \pm(l+1), \pm(l+2), \ldots, \pm S$.

**Proof.** Since $\{ V_j : j = 0, \pm 1, \pm 2, \ldots, \pm S \}$ is an orthonormal basis in $\mathbb{C}^{2S+1}$ we have

$$X_n^T = \sum_{j=-S}^{S} c_{n,j} V_j^T, \quad |X_n| = \sum_{j=-S}^{S} |c_{n,j}|^2.$$  

Using this in (71) we get

$$R^T(\lambda_n) = \langle \lambda_n I - A \rangle X_n^T$$

$$= \sum_{j=-S}^{S} \langle \lambda_n c_{n,j} V_j^T - A(c_{n,j} V_j^T) \rangle$$

Multiplying both sides by $V_j^T$ we obtain

$$c_{n,j}(\lambda_n - \mu_j) = \langle R^T(\lambda_n), V_j^T \rangle.$$
On the other hand using the definition $R^T (\lambda_n)$, (82), and (88) we get
\[ \left| \left\langle R^T (\lambda_n), V_j^T \right\rangle \right| \leq 4s \varepsilon c' \left( \frac{2l}{2l+1} \right) = 8s \varepsilon \varepsilon \] (94)
for all $n, j = 0, \pm 1, \pm 2, \ldots, \pm l$. This with (93) implies (89).

By Schwarz inequality and (83) we have
\[ \left| \left\langle R^T (\lambda_n), V_j^T \right\rangle \right| \leq 2c \varepsilon \sqrt{s} \] (95)
for all $n = 0, \pm 1, \pm 2, \ldots, \pm l$ and $j = 0, \pm 1, \pm 2, \ldots, \pm 5$. Therefore (90) follows from (93).

Introduce the notation
\[ Y_n = (\cdots X_{n-S-1}, X_{n-S}, X_{n-S+1}, \ldots, X_{n}, X_{n+1}, \ldots), \]
\[ U_j = (\cdots 0, V_{j-S}, V_{j-S+1}, \ldots, V_{j+1}, 0, \ldots). \] (96)
Here $Y_n$ and $U_j$ are elements of $I_2$, and
\[ \left\langle Y_n, U_j \right\rangle = \sum_{i=-\infty}^{\infty} X_{n-i} V_{j-i} = \sum_{i=-S}^{S} X_{n-i} V_{j-i} = \left\langle X_n^T, V_j^T \right\rangle = \varepsilon_{n,j}. \] (97)

Using equality (35) and the definition of $Y_n$ and $U_j$ one can easily verify that $|Y_n : n = 0, \pm 1, \pm 2, \ldots, \pm 5|$ and $|U_n : n = 0, \pm 1, \pm 2, \ldots, \pm 5|$ are the orthonormal systems in $I_2$.

Now we are ready to prove the following main result.

**Theorem 6.** If $|l > \max\{c^2, 2c, 3s\}$ then the inequality
\[ |\lambda_n - \mu_n| \leq \frac{8S\varepsilon c^2 + 2}{2l(2l+1)} \] (98)
holds for all $n = 0, \pm 1, \pm 2, \ldots, \pm l$, where $S, r, l$ and $c, s$ are defined in (65) and (19).

**Proof.** Suppose to the contrary and without loss of generality that (98) does not hold for some $0 \leq n \leq l$. Then either $\lambda_n < \mu_n - (8S\varepsilon c^2 + 2)/(2l(2l+1))$ or $\lambda_n > \mu_n + (8S\varepsilon c^2 + 2)/(2l(2l+1))$. Let us consider the case $\lambda_n < \mu_n - (8S\varepsilon c^2 + 2)/(2l(2l+1))$. Then
\[ \lambda_k < \mu_j - \frac{8S\varepsilon c^2 + 2}{2l(2l+1)}, \] (99)
and hence by (89) $|c_{kj}| < 1/2S$ for all $k = 0, \pm 1, \pm 2, \ldots, \pm n, j = n, \pm (n + 1), \pm (n + 2), \ldots, \pm l$. It implies that
\[ |c_{kn}|^2 + \sum_{j=1,|j| < l} |c_{kj}|^2 \leq \frac{2l + 1 - 2n}{4S^2} \] (100)
for $k = 0, \pm 1, \pm 2, \ldots, \pm n$. On the other hand from Parseval's equality (91) we have
\[ \sum_{k=-n}^{n} |X_k|^2 = \sum_{k=-n}^{n} \sum_{j=-S}^{S} |c_{kj}|^2. \] (101)

Now we are going to get a contradiction by proving that the left-hand side of (101) is greater than the right-hand side of (101). Using (84), the definition of $\delta$, and the conditions on $l$ one can easily verify that
\[ \sum_{k=-n}^{n} |X_k|^2 \geq 2n + 1 - (2n + 1) \delta > 2n + \frac{3}{4} \] (102)
To estimate the right-hand side of (101) we write it as $S_1 + S_2 + S_3$, where
\[ S_1 = \sum_{k=-n}^{n} \left( |c_{kn}|^2 + \sum_{j=n+1,|j| > l} |c_{kj}|^2 \right), \] (103)
\[ S_2 = \sum_{k=-n}^{n} \sum_{j=-n}^{n-1} |c_{kj}|^2, \quad S_3 = \sum_{k=-n}^{n} \left( \sum_{j=-n}^{n-1} |c_{kj}|^2 \right). \]
Using (100) and taking into account that $(2l+1-2n)(2n+1) \leq 2S$ and hence $(2l+1-2n)(2n+1) \leq S^2$ we obtain
\[ S_1 \leq \frac{(2l + 1 - 2n)(2n + 1)}{4S^2} < \frac{1}{4}. \] (104)
Now let us estimate $S_2$. Using (99), (69), and then the inequality $l > 2c$ we obtain
\[ |\lambda_k - \mu_j| > |\mu_j| > |j| \] (105)
for $k = 0, \pm 1, \pm 2, \ldots, \pm n$ and $|j| > 1$. Therefore this, (90), and the definition $\varepsilon$ imply that
\[ S_3 = \sum_{k=-n}^{n} \left( \sum_{j=|j| > l} |c_{kj}|^2 \right) \leq (2n + 1) \sum_{j=|j| > l} \left( \frac{2c \varepsilon \sqrt{s}}{j} \right)^2 \] (106)
\[ < (2n + 1) \frac{4c^2 \varepsilon^2}{l} < \frac{1}{4}. \]
Now let us estimate $S_2$. Using (97) and the Bessel inequality for the elements $U_i$ for $i = -n, -n+1, \ldots, n-1$ with respect to the orthonormal systems $\{Y_n : n = 0, \pm 1, \pm 2, \ldots, \pm n\}$ of $I_2$ we obtain
\[ \sum_{k=-n}^{n} |c_{kj}|^2 \leq |U_j|^2 = 1, \quad S_2 = \sum_{i=-n}^{n} \sum_{j=-n}^{n} |c_{kj}|^2 \leq 2n. \] (107)
The inequalities (104)–(107) show that the right side of (101) is less than $2n + (1/2)$, which contradicts (102). In the same way we investigate the case $\lambda_n > \mu_n + (8S\varepsilon c^2 + 2)/(2l(2l+1))$. The theorem is proved. \[ \square \]

4. Examples and Conclusion

In this section we illustrate the results of Sections 2 and 3 for the following examples. Let the potential $p_{s}(x)$ for $s = 1, 2, 3$ of the operator $T(p_s)$ have the form
\[ p_s(x) = \sum_{n=1}^{s} (e^{2ixn} + e^{-2ixn}) = \sum_{n=1}^{s} 2 \cos 2nx; \] (108)
## Table 1: Estimations for $T(p_1)$.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$x_{n,3}$</th>
<th>$E_{n,3}$</th>
<th>$y_n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>49.0119073043627</td>
<td>0.00401827341683563</td>
<td>0.00803652968036530</td>
</tr>
<tr>
<td>8</td>
<td>64.0090356900908</td>
<td>0.00232226049016466</td>
<td>0.0046445189853519</td>
</tr>
<tr>
<td>9</td>
<td>81.0070967373201</td>
<td>0.00146120590904089</td>
<td>0.0029224100412498</td>
</tr>
<tr>
<td>10</td>
<td>100.005724155838</td>
<td>0.00097836132370372</td>
<td>0.00195762191528545</td>
</tr>
<tr>
<td>20</td>
<td>400.001403201984</td>
<td>8.57660779334148 $\times 10^{-5}$</td>
<td>0.00017512350300668</td>
</tr>
<tr>
<td>30</td>
<td>900.000626109365</td>
<td>2.27805363772165 $\times 10^{-5}$</td>
<td>4.55610726195539 $\times 10^{-5}$</td>
</tr>
<tr>
<td>40</td>
<td>1600.00035193858</td>
<td>9.112890497171 $\times 10^{-6}$</td>
<td>1.82257881647412 $\times 10^{-6}$</td>
</tr>
<tr>
<td>50</td>
<td>2500.00022513949</td>
<td>4.5213654576927 $\times 10^{-6}$</td>
<td>9.0427309129341 $\times 10^{-6}$</td>
</tr>
<tr>
<td>60</td>
<td>3600.00015632421</td>
<td>2.5627510680566 $\times 10^{-6}$</td>
<td>5.1254021276566 $\times 10^{-6}$</td>
</tr>
<tr>
<td>70</td>
<td>4900.00014835497</td>
<td>1.590216389524 $\times 10^{-6}$</td>
<td>3.1804232750835 $\times 10^{-6}$</td>
</tr>
<tr>
<td>80</td>
<td>6400.0000879141</td>
<td>1.0536482405463 $\times 10^{-6}$</td>
<td>2.10729364800086 $\times 10^{-6}$</td>
</tr>
<tr>
<td>90</td>
<td>8100.0000694591</td>
<td>7.337163691826 $\times 10^{-7}$</td>
<td>1.46743527333693 $\times 10^{-6}$</td>
</tr>
<tr>
<td>100</td>
<td>10000.0000562596</td>
<td>5.3124811344258 $\times 10^{-7}$</td>
<td>1.06249622766647 $\times 10^{-6}$</td>
</tr>
</tbody>
</table>

## Table 2: Estimations for $T(p_2)$.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$x_{n,3}$</th>
<th>$E_{n,3}$</th>
<th>$y_n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>13</td>
<td>169.006553875546</td>
<td>0.0080182243042637</td>
<td>0.01603644646924830</td>
</tr>
<tr>
<td>14</td>
<td>196.005629484083</td>
<td>0.00602192431268590</td>
<td>0.01204384713961200</td>
</tr>
<tr>
<td>15</td>
<td>225.004888913687</td>
<td>0.00463700613393842</td>
<td>0.00927412163367219</td>
</tr>
<tr>
<td>16</td>
<td>256.004286247051</td>
<td>0.00364633797625785</td>
<td>0.00729267558174552</td>
</tr>
<tr>
<td>17</td>
<td>289.003789043447</td>
<td>0.0029189269205321</td>
<td>0.00583785361582058</td>
</tr>
<tr>
<td>18</td>
<td>324.00337962035</td>
<td>0.0023728421558748</td>
<td>0.00474568146174256</td>
</tr>
<tr>
<td>19</td>
<td>361.00323794203</td>
<td>0.0019549218884340</td>
<td>0.00390984360625575</td>
</tr>
<tr>
<td>20</td>
<td>400.002725629827</td>
<td>0.00162966444959707</td>
<td>0.00325932883583288</td>
</tr>
<tr>
<td>30</td>
<td>900.00120843083</td>
<td>0.00040657655861401</td>
<td>0.00081353141644145</td>
</tr>
<tr>
<td>40</td>
<td>1600.0006759654</td>
<td>0.00015796542624476</td>
<td>0.0003159308293600</td>
</tr>
<tr>
<td>50</td>
<td>2500.00043201403</td>
<td>7.70627570578593 $\times 10^{-5}$</td>
<td>0.0015412551405901</td>
</tr>
<tr>
<td>60</td>
<td>3600.00029984729</td>
<td>4.3204439421344 $\times 10^{-5}$</td>
<td>8.64028878675565 $\times 10^{-5}$</td>
</tr>
<tr>
<td>70</td>
<td>4900.0002202241</td>
<td>2.66004764136181 $\times 10^{-5}$</td>
<td>5.3200962283765 $\times 10^{-5}$</td>
</tr>
<tr>
<td>80</td>
<td>6400.0001658734</td>
<td>1.75241067230997 $\times 10^{-5}$</td>
<td>3.50482134443501 $\times 10^{-5}$</td>
</tr>
<tr>
<td>90</td>
<td>8100.0001331749</td>
<td>1.2149644560663 $\times 10^{-5}$</td>
<td>2.42983289113352 $\times 10^{-5}$</td>
</tr>
<tr>
<td>100</td>
<td>10000.0001078601</td>
<td>8.76569198293195 $\times 10^{-6}$</td>
<td>1.75313839654927 $\times 10^{-5}$</td>
</tr>
</tbody>
</table>

## Table 3: Estimations for $T(p_3)$.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$x_{n,3}$</th>
<th>$E_{n,3}$</th>
<th>$y_n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>19</td>
<td>361.004488989457</td>
<td>0.012018209724884</td>
<td>0.024036418816389</td>
</tr>
<tr>
<td>20</td>
<td>400.004042369632</td>
<td>0.009909557269777</td>
<td>0.019801910415735</td>
</tr>
<tr>
<td>30</td>
<td>900.001776357542</td>
<td>0.0023054877143664</td>
<td>0.00461097546712649</td>
</tr>
<tr>
<td>40</td>
<td>1600.00099552468</td>
<td>0.00086829674995455</td>
<td>0.00178653949139349</td>
</tr>
<tr>
<td>50</td>
<td>2500.00063601104</td>
<td>0.0001615591365355</td>
<td>0.008323182695096</td>
</tr>
<tr>
<td>60</td>
<td>3600.0004425198</td>
<td>0.0002306436610756</td>
<td>0.0006412873923629</td>
</tr>
<tr>
<td>70</td>
<td>4900.00032399850</td>
<td>0.00014088338405301</td>
<td>0.00028176676807951</td>
</tr>
<tr>
<td>80</td>
<td>6400.00042796876</td>
<td>9.22660434495073 $\times 10^{-5}$</td>
<td>0.00018453086898092</td>
</tr>
<tr>
<td>90</td>
<td>8100.00019587583</td>
<td>6.36768120642807 $\times 10^{-5}$</td>
<td>0.00012735362412432</td>
</tr>
<tr>
<td>100</td>
<td>10000.0001586304</td>
<td>4.57782012501395 $\times 10^{-5}$</td>
<td>9.15564025001002 $\times 10^{-5}$</td>
</tr>
</tbody>
</table>
that is, \( q_n = q_{-n} = 1 \) for \( 1 \leq n \leq s \) and \( q_n = q_{-n} = 0 \) for \( n > s \), where \( q_n \) is defined in (9). Note that the operator \( T(p_1) \) is a famous Mathieu operator. By (19) and (108), \( Q = 1 \) and \( M = c \). For \( s = 1, 2, 3 \) the constant \( M \) or \( c \) has the values of 2, 4, 6, respectively. The fixed point approximations \( x_{1,3} \) determined in (55), where \( f(x) \) is defined by (40) with \( m = 3 \), of the eigenvalues \( \lambda_{1,2,3} \) of the operators \( T(p_1) \) for \( s = 1, 2, 3 \) are given in Tables 1, 2, and 3, respectively. Moreover, the estimations of the error \( E_{1,3} = |\lambda_{1,2,3} - x_{1,3}| \) (see (64)) and the length \( y_n \) of the \( n \)th gap (see (45)) are also given in Tables 1, 2, and 3.

The method of Section 3 gives high precision results for the calculation of the small eigenvalues. Let us illustrate it by using formula (98) for the first 201 eigenvalues \( \lambda_0, \lambda_1, \lambda_2, \ldots, \lambda_{100}, \lambda_{101} \) of the operators \( T(p_s) \) for \( s = 1, 2, 3 \). It means that the number \( l \) in (98) is 100 (see the first sentence of Section 3). To find an approximation with error of order \( 10^{-18} \) for the eigenvalues of \( T(p_s) \) we take \( r = 5 \). Therefore for the potential \( p_s(x) \), where \( s = 1, 2, 3 \), the number \( S \) is \( l + 2rs = 100 + 10s \) and the number of equations in (65) is \( 2S + 1 = 200 + 20s + 1 \). The matrices of (65) corresponding to the potentials \( p_s(x), p_s(x), p_s(x) \) and denoted by \( A_1, A_2, A_3 \) are of order 221, 241, and 261, respectively. The approximate eigenvalues \( \mu_0, \mu_1, \mu_2, \mu_3, \ldots, \mu_{100}, \mu_{101} \) of the matrices \( A_1, A_2, A_3 \) are given in Table 4. By (98) the eigenvalues \( \mu_n \) are very close to the eigenvalues \( \lambda_n \) of the operator \( T(p_s) \). One can readily see from (98) that the approximation \( |\lambda_n - \mu_n| \) of \( \lambda_n \) by the eigenvalues \( \mu_n \) is arbitrary small if \( r \) is a large number and \( c \) is
gives better approximations for smooth potentials. Moreover (see (108)) if \( s \) is smooth function, then the length \( c \) is a small number (see (13) and (19)), and hence (98) gives better approximations for smooth potentials. Moreover if \( s \) is a small number, that is, the number of summand of \( r \) (see (108)) is small, then we can choose \( r \) so that the order of the matrix \( A_1 \) is not a large number while the approximation (98) is a very small number. By formula (98) \( |\lambda_n - \mu_n| \), where \( n = 0, \pm 1, \pm 2, \ldots, \pm 100 \), for the potentials \( p_1(x), p_2(x) \), and \( p_3(x) \) is not greater than

\[
\frac{8 \times 110 \times 2^{12}}{(200)^{11}} = \frac{11}{625} 10^{-17},
\]

\[
\frac{8 \times 120 \times 2 \times 4^{12}}{(200)^{11}} = \frac{3}{1907 348 632 812 500},
\]

\[
\frac{8 \times 130 \times 3 \times 6^{12}}{(200)^{11}} = \frac{20 726 199}{62 500 000 000 000 000 000},
\]

respectively. Thus in Section 3 there are the following observations to be considered. Instead of the matrices of order 201 investigating a little big matrices, namely, matrices of order 221, 241, and 261, we find an approximation of order \( 10^{-18}, 10^{-15}, \) and \( 10^{-12} \) for the first 201 eigenvalues of \( T(p_1), T(p_2), \) and \( T(p_3) \), respectively. Moreover this approach is applicable for the trigonometric polynomial potentials and for the sufficiently differentiable periodic potentials.

The estimations of the lengths \( y_1, y_2, \ldots, y_{100} \) of the gaps are given in Table 5. It is known that [12] for large \( n \) the behavior of \( y_n \) is sensitive to smoothness properties of the potential \( q \). If \( q \) is \( m \) times differentiable, then \( y_n = O(n^{-m}) \). If \( q \) is analytic function, then \( y_n = O(e^{-an}) \) for some positive \( a \). For the Mathieu operator \( T(p_1) \) the following asymptotic formula holds: \( y_n = O(4^n / ((n - 1)!)^2) \). Thus for large \( n \)

| \( y_1 \) | 1.96935688950626 | 1.48577605581811 | 1.41120927072708 |
| \( y_2 \) | 0.45427620973738 | 2.2909772558352 | 1.90391794124493 |
| \( y_3 \) | 0.03062958739405 | 0.499174032402 | 2.38589139846813 |
| \( y_4 \) | 0.00086225895372 | 0.1581420244566 | 0.47344407505152 |
| \( y_5 \) | 1.32521856674561 × 10^{-5} | 0.0148983903653 | 0.19405819343552 |
| \( y_6 \) | 1.35412271617952 × 10^{-7} | 0.0025268093036 | 0.07332561525752 |
| \( y_7 \) | 9.41085343804822 × 10^{-10} | 0.0001056597025 | 0.0000004063081 |
| \( y_8 \) | 1.09992015495664 × 10^{-11} | 1.76703419043633 × 10^{-5} | 0.00229625392370 |
| \( y_9 \) | 5.82645043323282 × 10^{-13} | 7.72435271301219 × 10^{-7} | 0.00053092955326 |
| \( y_{10} \) | 1.22213350550737 × 10^{-12} | 6.92769646093439 × 10^{-8} | 4.6490352659338 × 10^{-3} |
| \( y_{100} \) | 5.11590769747272 × 10^{-12} | 4.88853402202949 × 10^{-12} | 9.09494701727928 × 10^{-13} |
| \( y_{100} \) | 8.64019966684282 × 10^{-12} | 4.54743750886464 × 10^{-13} | 4.4337866714303 × 10^{-12} |
| \( y_{100} \) | 3.41060513164848 × 10^{-12} | 3.63797800709171 × 10^{-12} | 1.0238153944954 × 10^{-11} |
| \( y_{100} \) | 3.18323456202525 × 10^{-12} | 6.821026329696 × 10^{-12} | 5.45696821063757 × 10^{-12} |
| \( y_{100} \) | 7.27595761483438 × 10^{-12} | 1.90993877327315 × 10^{-11} | 4.09272615797818 × 10^{-11} |
| \( y_{100} \) | 3.63797800709171 × 10^{-12} | 5.45696821063757 × 10^{-12} | 2.72848410531878 × 10^{-12} |
| \( y_{100} \) | 6.36466292140510 × 10^{-12} | 5.45696821063757 × 10^{-12} | 1.81898940354586 × 10^{-12} |
| \( y_{100} \) | 1.81898940354586 × 10^{-12} | 6.36466292140510 × 10^{-12} | 4.09272615797818 × 10^{-11} |

Table 5: Approximation of the lengths of the gaps.

the length \( y_n \) of the \( n \)th gap is a very small number. Table 5 confirms this result for large \( n \) (see \( y_n \) for \( n \geq 10 \)). Moreover Table 5 shows that these results continue to hold for \( n > 5 \). Since for the small values of \( n (n \leq 5) \) the asymptotic formulas do not give any information, we cannot compare the theoretical results with the results in Table 5. Note that in Tables 4 and 5 the eigenvalues and the lengths of the gaps are computed using Matlab. In Table 4 this program transacts to 14 figures, because this accuracy is acceptable for estimations of the eigenvalues. However, we compute the lengths of the gaps without transaction, since (as it is noted above) for large \( n \) the theoretical results give the estimations of \( y_n \) with very high accuracy.

It is natural and well known that for large eigenvalues the asymptotic method gives us approximations with smaller errors. Since the method of Section 3 gives high precision results for the small eigenvalues and gaps (see Tables 4 and 5), the comparison of the Tables 1–5, where we estimate the eigenvalues and gaps by the methods of Sections 2 and 3, respectively, for the potential (108), shows that the results of the asymptotic method given in Tables 1–3 are not precise for the small eigenvalues.
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